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Abstract

The paper presents a heuristic approach to thelgmolf analog circuit diagnosis. Different optintina
techniques in the field of test point selection discussed. Two new algorithms: SALTO and COSMOe
been introduced. Both searching procedures have iog#emented in a form of the expert system in BRG
language. The proposed methodologies hava bgemplified on benchmark circuits. The obtainesuits hav
been compared to the others achieved by differpptcaches in the field and the benefits of the psey
methodology have been emphasized. The inferendaen§the heuristic algorithms hasen presented and
expert system knowledge-base construction discussed
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1. Introduction

The complexity of electronic systems has been grgwiery rapidly for the last few
decades now and modern devices are often placead sangle chip with hundreds of pins.
Because of that huge density the area of a desigisually limited and additional pins for
testing have influence on the overall costs. Se pitoblem ofdesign for testabilit{DfT) [1]
is one of the most important factors of system ityualhe paper addresses the technique of
proper (optimal) selection of the tests points, alhis very important during the design
process. The section 2 explains the motivatiohefwork and briefly recalls the background
of testing methodologies based on a fault dictimsarsection 3 introduces two searching
algorithms: SALTO [2] and COSMO (a modified and ended version of [3]) and an
inference environment of the expert system in PRGL@ection 4 presents benchmark
examples [4] and makes a generalization the metbggdo complex devices; section 5
describes the implementation and the inferencenengind section 6 concludes the paper and
emphasizes the benefits of the proposed approach.

2. Motivations against the background of related wiks

The problem of appropriate selection and minimaatf the number of measuring nodes
belongs to one of the crucial tasks of chip martufaeg and is strongly demanded. This
operation can reduce the production costs, makeitheit easily diagnosable and eliminate
design bugs at early production stages. The apprpeesented in [5] proposes a heuristic
inclusion procedure of test point selection basedtlte concept of ambiguity sets [6].
However, this technique is not efficient and vempe consuming, which excludes its
application to big circuits. The work described [ih] introduces faster optimization
procedures based on integer code sorting and hiewaproach. Methods presented in [7, 8]
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apply the information theory and entropy indexriolude the test node selection procedure.
The entropy-based approach allows to obtain opt{matimal) sets of test points, however it
requires relatively complex mathematical evaluaidiogarithms), which are time- and
resource-consuming in case of hardware implementaiihe techniques based on genetic
programming [9] are slow; they require many itemas to obtain a final solution, which is not
acceptable in a large circuit. Authors of [10] ersa very interesting approach based on
directed acyclic graphs search. They claim thattdst point selection problem is not a
permutation problem but rather a combinational fgwbwith the final complexity:

O(Number_of_faults x Number_of graph_node®g(Number_of faultg)

This approach, which in fact is similar to decisiiagrams, seems to be interesting, but
almost every decision requires checking of manydit@ms. And finally, one of the very
recent papers in the field [11] introduces anottearristic technique based on discrete particle
swarm optimization (DPSO) and multidimensionaldi&a function (MDFDPSO).

The main goal of the paper is to show that it isgilde to radically reduce the searching
space[12, 13], and even utterly replace complicategines [9, 10, 14, 15] employed in the
process of finding the solution with a quite simpled natural mechanism. The presented
approach will be called ‘commonsense’ rather thagufistic’ because it tries to mimic the
natural behavior of an experienced tester, whoseceb are based on observations of the
environment.

2.1. Background

The theory of analog circuits testability [1, 6] Déstinguishes two main categories of the
test scenariossimulation-before-tes(SBT) [17] andsimulation-after-test(SAT). On the
other hand, we can split testing methodologiesirjid: fault-driven testing that investigates
faults in acircuit-under-test(CUT) and specification-driven-testin@nalyzing parameters
fluctuations of CUTSs.

If we assume that a given design process meetsddflirements, the access to the CUT is
limited by a process of test points selection. 18] [the author extends the tetest pointsand
suggests to consider not only circuit nodes, bwo aloltage levels, frequency tests,
parameters describing a signal shape, samplinghefrésponse signal etc., which are
necessary to separate the circuit states exprbegs&dtes of this test points. In the subsequent
paragraphs test points are nodes and their valresspond to nodal voltages (potentials).
The fundamental diagnostic methods of analog syst@m based on fault dictionaries [5, 6,
7, 14, 19]. The fault dictionary is generated fogigen CUT before the test by a set of
simulations of potential faults (including faultseg case). The fault dictionary consists of all
measurements — states of test points of a givenitiit allows separating all possible faults.
To properly construct a fault dictionary [6] we leato plan a minimal set of measurements
(tests) with stimuli sets that allows identifyingbsequent faults. The fault dictionary can be
compared to a database or even knowledge-Basfethe CUT where every element of the
circuit state (fault number; whe8 corresponds to the faulty-free state):

S={%, S..., §}, (1)
is represented by a vector of node states (intbsepted examples potentials):
Ne = {1y, My,.., Nt} (2)

Because of the fact, that over 90% of all possi@ldts occurring in practical circuits are
of the catastrophic nature [20] (i.e. open or shduits) and the other approaches [9, 10, 15]
consider such faults, we will also focus only otas&rophic faults.
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The continuous nature of analog signals and théolgmo of fluctuation of circuits
parameters and they tolerances are reflectesh@asurement ambigujtyvhich means that
results of some measurements are so close to arthearthat they are not possible to be
separated, so they creaenbiguity SetgAS) for the tested circuit states. This concepsw
introduced first in [6] and then it was widely apted by other researchers [5, 12, 14, 21].
The ambiguity group is defined as any two faultpditions that fall into the same ambiguity
set if the gap between the voltage values prodbgdtiem is less than 0.7 V [5, 9].

Very common arenteger-coded dictionariefs, 14] and diagnostic techniques based on
them can be compared to signal quantization, wagigen range of the input signal values is
represented by integer code. The fault dictiondntained in such a way is a two-dimensional
vector, where first dimension refers to the fawlbrer, while the other represents the circuit
states coded with integers. Integer-coded fautiaharies proved to be very effective for the
optimum test points selection [7, 9, 19, 21, 22].

We need to define the circdtagnosability— the ability to uniquely separate every fault.

Definition 1: A given CUT represented by the integer-codedt fdigtionaryD ={S, N} is
diagnosableiff for every faultS [0 S there exists at least one unique vector of nodesta
N: O N (N = {ny, np,.., Nke}) that only identifies (separates) faulf — SEP(S, N) i.e. there is
no other fault§ which has a signature corresponding Ng where: set of faults:
S={%, S,.,- Q}; set of nodes stateN = {Ni1, Nip,.,. N} and set of dictionary elements:
D ={(S, N,)| SO SON;ON}. So, formally we have:

] [ seP(s.N,) - -(Csos(sj<N,jzi)=(s.N)op)- ()
s, os(o<isN) N, ON
(S.N,)OD

We can formulate optimization task as follovisd a minimal number of measurements
(points) that allow uniquely separating entire séfaults There are many approaches to this
minimization [9, 10, 11, 19, 22] and all of themimgoout that the exhaustive search is time
consuming and belongs to NP-hard problems.

3. The optimization algorithms

The test points selection has been classified §$44 task oflata mining and information
reduction i.e. searching for unrecognized relationshipsvbeh elements hidden inside the
database. Prasad and Babu [21] distinguish twonigohks: inclusive and exclusive. The
algorithms addressed in the next section belontpeoinclusive methods, but the exclusive
technique can be implemented at the end of thenslealgorithm (complex) when searching
for redundancies. The first, simple algorithm triesmodel the common-sense behavior of a
typical testing engineer who is to find a fault.eTbomplicated mathematical evaluations in
the entropy search are replaced with sorting naohes looking for ‘neighbor’ (i.e. placed
adjacently in the dictionaries) faults signatu@aly simple comparisons and selections are to
be done and the procedure allows finding all alisblunecessary measuring nodes and, in
case that they cover entire set of assumed fagdtecting minimal set of test points. The
second algorithm comes from various heuristic $edechniques [12, 21] and it allows
finding at least almost optimal solutions (i.e.gadhat contain optimal sets).

The procedure of test points selection consistdwaf main algorithms SALTO and
COSMO. The both algorithms (procedures) work urtler expert system control, first the
SALTO algorithm (actually step 1 of the COSMO) is/oked, and then if necessary the
COSMO procedure starts. Fig. 1 gives the geneeaV of the methodology.
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Algorithm SALTO (Simple Algorithm Looking for Test pOints)

Step Linitialize an empty list of selected test poir8d, = O and the list of undiagnosed faults that
contains all circuits statesJ = S.
Step 2:Check if there exists any node that single sepdditginose) faults, i.e. the state of a given nisde
unique for a fault. If yes, remember this ‘singtesets’ for each node:
(51 DSingle(nm)D(S , Ni)D D) = [ (Nk N, =n, # nmi)'
N ON
Step 3:Put nodes in order according to their importancenfaguity set size per node, availability etc.):

{n.n,,--n} - {njl,njz,---an} O n,zn,z--2n,.
Step 4:Sort elements of the dictionary according to tlsgmatures evaluated by nodes order and nodes
states:

{Ntl’Ntz""NtL}—’{Nvl’sz""NvL} L N,<N <"'5Nv|_'

vli—= "Yv2 =
Step 5Find a distance between signatures of every twghtxir faults, i.e. faults arranged adjacently
within the sorted dictionary (with adjacent signis):

N 0
dpy =Ny =N, =>4 where: g :{
(S Ny JID O[S, N,, 0D i 1

NtmiNtn
Step 6:Take the first (the most significant) node and &héany two neighbor faults differ only in thisde
If yes, add this node to the list of selected gegtts and perform step 7. If not, take the nextenfsom
the list and try again step (En case the list is empty go to stép 9
Fori=j;tojy if U#0O then
do{if foranyS,, $ 0 U (dn,= 10N, #ny,) then Sel; = Seli -3 n{n} U - {S,, S} and goto
Step 7}
else gotaStep 9.
Step 7:Find if there are any faults in the ‘singleton skt the selected node and remove them from the lis

of undiagnosed faults: D(s O Single(njm) 0 (S, Nt) O D) u {S}

Step 8:Find if there are any faults in the list of undiagged faults, but diagnosable by nodes of the ctirren
list of selected nodes. If yes, remove them fratishof undiagnosed faults. Take the next node fr
the list and if it is not an empty list, try agaitep 6:

[] if [] SEP(N,,S,) then: U=U-{s}
SHELY Ny :{nat ""nbtk}
na,...,nijSeIk

Step 9:Check the list of undiagnosed faults. If it is emperminate the program with the result of list of
selected nodes. If the list is not empty, try aepthethod9, 22]or the COSMO algorithm with the
initial sets(reduced search sparproduced by the SALTO.

Algorithm COSMO (COmplex Searching MethOd) (modified [2])
Step 1:Run the SALTO algorithm and find the initial sehofles.
Step lalif the list of undiagnosed faults is empty£ [0), terminate the search process.
Step 2:Group the undiagnosed faults (circuit states) addog to the signatures given by the selected nodes,
i.e. faults belonging to the same set have the sagmature of previously selected nodes:

Findall G that [] SOG LS OG, [] ny=n;
S,5,0U n, JSel,
S #S
Step 3:Check the distance between every two faults belgngi the same set. If you find that there is only

one node allowing their separation add it immediate the set of selected nodes and update the
knowledge-base (perform the same procedures ae thageps 6, 7 and 8 of the SALTO algorithm).

Findall n, that [] [] C ng#ng [] Ny ={Nore Mg Ny}
G S.50G n0O Se| Ny = {natk""nbtk}
SR {n,....n,} O Se|

U

serN,,S)OSEAN,,S) so Sel.,=Sel0{n}0OU =U-{s,s}
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Step 3alf the list of undiagnosed faults is empty, ternénthe search. Otherwise repeat steps 2 and 3 until
you observe that the number of remaining faultsi@decreased. In such case go to step 4.

Step 41f there are only two undiagnosed faults (trivialse), find the list consisting of all remaining esd
which have different values.

Step 5:Try” to add other nodes taking into account other fecttor example, the most or the least
frequently appearing on the difference list ptafter every updating of selected nodes, go to 2tep
Examine all sets that fully cover the entire falitttionary and separate sets with the minimum numbe
of elements

Step 6:Try” to minimize the selected sets of minimal numbetesfients using the exclusive approach; try to
take the common part of all sets and find redunéderments with method of “tries”.

Step 7:Terminate the program with the Iisy of selected nodes.

Remarks: We can cancel steps 2—3 of the SALTO algorithrsyasng that this information comes from the siniolat
phase and is known before the start of the optitizaln relation to the COSMO methodology, the tgh¢he
employed searching strategy [12] depends on additinformation concerning circuit structure, signgraph, terminal
nodes, direct neighborhood of elements (nodes)Téis.additional data may be given at the beginwifithe program
run or could be supplied interactively by a usere€essary (if the inference engine asks abough a solution
complicates the automation of the expert systemittamables the user to keep control under thngeprocedure.

" Steps 5 and 6 — contain an imprecise descriptioy’“Which refers to the employment of FDL rulesbd on
additional information, additional factors reflewicircuit structure etc. (in Al it is often calleghorance).

Circuit simulation AS determini Constructing of Integer-coded
(PSPICE) ctermining fault dictionaries

Additional data

SALTO

User Interaction

Additional data
User Interaction

Fig. 1 The general idea of the diagnostic expgstesn.

Set identified
(all faults separated

)

Terminate the program

4. The experimental tests of the algorithms

At first, the presented approach has been testédenexample of the analog filter found in
the literature [9, 10, 22], to compare the resulith previous works. Also, the same set of
faults and integer codes of testing points (for ¥ 4V and # = 1kHz) has been used to
investigate the same dictionary. The SALTO algonithas produced optimal results in 10
ms! [2]. Then other benchmark examples [4, 8] Haaen tested. These circuits as well as the
first example belong to the set of benchmarks abel via Web sites [23]. Very interesting
information delivers the comparison of results lmfee kinds of filters: state-variable, leap-
frog and elliptical (Fig. 2—4).

Tables 1-3 present the dictionaries containingféiuéts grouped by the AC signatures of
nodes. The filters have been excited with the geltsignal ¥, = 3V and § = 1kHz and every
catastrophic fault (short and open circuits) focrediscrete element within the circuit has
been simulated. Appropriate comments (element symiblo the keyword Short’ or “oper)
are attached to the states descriptions withiriahbkes. Voltages of a given circuit nodes have
been observed and gathered into the rows. Themli¢chienaries have been coded with integer
numbers according to the fundamental principleslled in section 3. The number of AS is
minimal and reflects the worst case consideratidhe. tables show that this AC experiment
does not allow separating every fault, but allowdimiguishing different circuit states. If a
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given state corresponds to more than one faultlditianal measurement is required to locate

the actual fault.
Rs C
Vin Rl Rz N3 |1— % S
‘ ~L]

Fig. 3 Leapfrog Filter (Benchmark Circuit #2).

Fig. 4 Elliptical Filter (Benchmark Circuit #3).
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Table 1. State-Variable Filter Fault Dictionary.

NodeNr: 1 2 3 4 5 6 7
1. {FF, S3} (faulty-free, R2 open) 1 1 0 0 4 3 3
2. {S1,S4}(R1 open; R2 short) 0 0 0 0 0 0 O
3. S2(R1shor) 2 2 0 1 6 5 8
4. S5(R3open) 10 0 0 0 0 O
5. S6(R3short) 1 1 0 0 0 2 2
6.  S7 (R4 open) 00 1 0 3 0 0
7. {S8,S17} (R4 short, C2 open) 0 0 0 0 0 0 4
8. S9(R5o0pen) 11 0 0 3 2 2
9. S10(R5short) 00 0 0 3 0 O
10. {311, $14} (R6 open; R7 short) 11 0 0 1 1 1
11. {812, 513} (R6 short, R7 open) 0 0 0 0 5 4 5
12 S15(C1open) 11 0 0 0 1 2
13.  S16(C1 short) 0 0 0 0 2 0 O
14.  S18(C2 short) 1 1 0 0 2 1 0
Table 2. Leap-Frogilter Fault Dictionary.
NodeNr: 1 2 3 4 5 6 7 8 9 10 11 12
1. faulty-free o1 0 2 0 1 0 1 0 1 0 1
2. {S1, 54, 6, S28} (R1 open, R2 short, R3 short, C2 short) 0o 0 0 0 0 O O O O 0O 0 O
3. S2(R1 short) 1 4 1 5 2 5 1 4 1 4 1 4
4. S3 (R2 open) 0 3 0 4 0 4 o0 3 0 3 0 3
5. S5 (R3 open) 0 2 0 3 0 3 0 2 0 2 0 2
6. {S7, 10, S26} (R4 open, R5 short, R13 short) 02 0 0 0 0 0 0 0 0 0 ©
7. S8 (R4 short) o0 0 3 0 3 0 2 0 2 0 2
8. {S9, S27} (R5 open, C1 open) o1 0 1 0 1 0 1 0 1 0 1
9. S11 (R6 open) 2 4 0 5 1 5 1 4 1 4 1 4
10. {S12, S29} (R6 short, C2 open) o1 0 0 0 1 0 1 0 1 0 1
11. {S13, S24, S32} (R7 open, R12 short, C3 short) 0o 2 0 2 0 2 0 0 0 0 0 O
12. S14 (R7 short) 0o 2 0 0 0 0 0 2 0 2 0 2
13. {S15, S18} (R8 open, R9 short) o 1 0 3 0 3 0 2 0 0 0 O
14. {S16, S17} (R8 short, R9 open) 0o 2 0 2 0 2 0 0 0 2 0 2
15. S19 (R10 open) o 2 0 1 0 1 0 1 0 1 0 3
16. {S20, S21, S34} (R10 short, R11 open, C4 short) o1 0 3 0 3 0 2 0 2 0 O
17. S22 (R11 short) 0 2 0 2 0 2 0 0 0 0 0 2
18. S23 (R12 open) o1 0 3 0 3 0 2 0 2 0 2
19. S25 (R13 open) 0 2 0 2 0 2 0 2 0 2 0 2
20. S30 (C2 short) 0 2 0 2 0 0 0 0 0 0 0 ©
21. S31(C3 open) o 2 0 1 0 1 0 1 0 1 0 1
22. S33 (C4 open) o1 0 2 0 2 0 1 0 1 0 1
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Table 3. EllipticalFilter Fault Dictionary.

Node Nr:

-
-

-
N

-
w

-
>

{FF, S24, 526} (faulty-free, R2-0.)
{S1 S4, 832} (R1-0., R2-s., C1-s.)
S2 (R1 short)
S3 (R2 open)
S5 (R3 open)
S6 (R3 short)
{S7, S10} (R4 open, R5 short)
{S8, S9} (R4 short, R5 open)
S11 (R6 open)
$12 (R6 short
S13 (R7 open
12. S14 (R6 short
13. S15(R8 open
14. S16 (R8 short
(
(
(

© 0 N o R wbh =

- -
- o

)
)
)
)
)
)

15. S17 (R9 open
16. S18 (R9 short)
17. $19 (R10 open)

18. {820, S22} (R10 short, R11 short)

19. {821,823, S27} (R11-0.,R12-0.,R14-s.)

20. S25(R13 open)

21. {S28,S29} (R14 short, R15 open)

22. 830 (R15 short)

23. S31(C1open)

24, S33(C2open)

25. {S34,S38} (C2 short, C4 short)

26. S35 (C3open)

27. S36 (C3 short)

28. S37(C4 open)

29. S40 (C5 short)

30. {S39, S41, 842, S44} (C50.,C60.,C6 5., C7 s.)
31, S43 0 1

1 2
0 1
0 0
2 2
0 1
0 1
0 1
0 1
0 1
0 1
0 1
0 1
0 1
0 1
0 1
0 1
0 1
0 1
0 1
0 1
0 1
0 1
0 1
1 2
0 1
0 1
0 1
0 1
0 1
0 1
0 1

_ A AN, NN, N W, e A a0 WO N, s, O NN ,2NNDN 2NN OO0 DO W
S B B OO -, B W OO NWWWWWWWWWWRE W W PE WO O W oo o Wl
N DN A 2 NN =W BN NN DN DN DN -2 NN W W -2 B 0D W o Do o NdDo
N NN N O = W =~ B0 NN DD NN WON W W -2 B =2 BN O w ool O N O DNl
N NN N O = W = W O NN RN NN WDN W WO P& -~ BN O w ol O N OO O NN

N NN N O = W = B O NN DD NN WON W W -2 B 2 01D O w ol O NN N O N oo

- a a4 aOa A A A A D 2 A A A A A A A A A WO s RO OO0 O WO |

= A O N 2NN 2,2 NDW A, AN 2NN WODN WO WS, W NNDWwW o O B0 N

_ A A A A A A A A A A A A NN, S, S, NN ON SN WO OB o N

O O O O O O O O O O N =~ =2 N DD -~ WO -~ W o W -~ W hNh w oo s+ o N

N = =2 a2 a4 4 A 4 4 A NN 2 2 NN DD 2 WO 2 W o W -~ W hNh w o o & o

N = =2 a2 A 4 A 4 4 A NN 2 2 WD 2 WD N W o w N BN B o o o o

0. — open circuit, s. — short circuit.

SALTO algorithm started

Ordered Nodes: [7,5,6,2,1,4,3]

New order of faults after the sorting procedure run: [2,7,13,9,11,4,12,10,14,5,8,1,3,6]
Numbers of selected measuring nodes: [7].

List of remaining faults: [2,4,5,6,8,9,12,13,14]  Total number of unrecognized faults equals 9
Numbers of selected measuring nodes: [5,7]

List of remaining faults: [2,4,5,6,9,12,13,14] Total number of unrecognized faults equals 8
End of Node search. Selected nodes: [5,7]

COSMO algorithm started

Node nr: 1 has to be added.  Node nr: 6 has to be added.  Node nr: 3 has to be added
Numbers of selected measuring nodes: [1,3,5,6,7]

List of remaining faults: [] Total number of unrecognized faults equals 0

Fig. 5 Results of the analysis of the SV FilteulE®ictionary (Table 1).
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SALTO algorithm started

Ordered Nodes: [6,4,12,10,8,2,5,1,11,9,7,3]

Numbers of selected measuring nodes: [6]

List of remaining faults: [1,2,3,5,6,7,8,9,10,11,12,13,14,15,16,17,18,19,20,21,22]
Total number of unrecognized faults equals 21

Numbers of selected measuring nodes: [4,6]

List of remaining faults: [2,3,5,6,7,8,9,11,12,13,14,15,16,17,18,19,21,22]

Total number of unrecognized faults equals 18

Numbers of selected measuring nodes: [4,6,12]

List of remaining faults: [2,3,5,6,7,8,9,13,14,16,17,18,19,21]

Total number of unrecognized faults equals 14

Numbers of selected measuring nodes: [4,6,10,12]

List of remaining faults: [2,3,5,6,7,8,9,14,18,19,21] Total number of unrecognized faults equals 11
End of Node search Selected nodes: [4,6,10,12]

COSMO algorithm started

Node nr: 2 has to be added  Node nr: 8 has to be added

Numbers of selected measuring nodes: [2,4,6,8,10,12]

List of remaining faults: [3,9] Total number of unrecognized faults equals 2
Because there are only 2 unrecognized faults: 3 and 9

to separate them you should add one of the following nodes: [1,3,5].

Fig. 6 Results of the analysis of the LF FilteuE®ictionary (Table 2).

SALTO algorithm started

Ordered Nodes: [8,6,4,7,5,14,13,12,11,10,9,3,2,1]

Numbers of selected measuring nodes: [4]

List of remaining faults: [1,2,4,5,6,7,8,9,10,11,12,13,14,15,16,17,18,19,20,21,22,25,26,28,29,30,31]
Total number of unrecognized faults equals 27

Numbers of selected measuring nodes: [2,4]

List of remaining faults: [1,4,6,7,8,9,10,11,12,13,14,15,16,17,18,19,20,21,22,25,26,28,29,30,31]
Total number of unrecognized faults equals 25

End of Node search Selected nodes: [2,4]

COSMO algorithm started

Node nr: 10 has to be added

Numbers of selected measuring nodes: [2,4,10]

List of remaining faults: [1,4,7,8,9,10,11,12,13,14,16,17,18,21,22,25,29,31]
Total number of unrecognized faults equals 18

Node Nr: 3 has been added

Numbers of selected measuring nodes: [2,3,4,10]

List of remaining faults: [1,4,7,8,9,10,11,13,21,22,25,29,31]

Total number of unrecognized faults equals 13

Node Nr: 14 has been added

Numbers of selected measuring nodes: [2,3,4,10,14]

List of remaining faults: [1,4,7,9,11,13,21,22,25]

Total number of unrecognized faults equals 9

Node Nr: 8 has been added

Numbers of selected measuring nodes: [2,3,4,8,10,14]

List of remaining faults: [9,21]

Total number of unrecognized faults equals 2

Because there are only 2 unrecognized faults: 9 and 21

to separate them you should add one of the following nodes: [5,12,13]

Fig. 7 Results of the analysis of the Ellipticéltdf Fault Dictionary (Table 2).

Fig. 5, 6 and 7 present results obtained for tla¢estariable, leap-frog and elliptical
filters, respectively. The SALTO algorithm is naifficient in each case, so the COSMO
procedure needs to be called, but all optimal swist are generated very quickly. The

pictures contain partial information displayed dgrihe faults analysis.

In case of state-variable filter (Fig. 2 and Tab)e after the sorting phase we obtain the
following order of measuring nodes: [7, 5, 6, 2,4],3] and the faults are sorted in the
following order {2, 7, 13, 9, 11, 4, 12, 10, 14,&%.,1, 3, 6} (these numbers correspond to row
numbers of Table 1). Step 6 of the SALTO proceduwamines the first (the most significant)
node from the list — node #7. This node can uniggeparate 5 faults, i.e. th&irigleton sét
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for this node consists of faults {1, 3, 7, 10 arid {the numbers correspond to the rows in
Table 1) and these faults are removed from thefisihdiagnosed faults. The next node from
the list, i.e. node #5 has theirngleton sétconsisting of faults {1, 3, 10 and 11} (formally
Single(ns) = {S;, S5, S0, Si11}), SO this set is included in the previous. Howevedes #5 and
#7 together enable to separate faulBBP({ ns, n7}, Sg) (with the unique signature (3, 2)).

The SALTO procedure is not able to extend the g@&todes separating the undiagnosed
nodes, so after its termination we have still 8iagdosed faults (states) - {2, 4, 5, 6, 9, 12, 13
and 14} (see Fig. 5) and the COSMO algorithm shdnddun. Fortunately, in this case, after
step 3a of the procedure the set is extended leg thdditional nodes #1, #3 and #6, and the
set[1, 3, 5, 6, 7] is the optimal one for full aeqtion of the circuit states (faults).

Let us analyze it. Step 2 generates 4 sets of gndsed faults, where each &tconsists
of faults with the same signature composed of statselected nodes #5 and #7, so we have:

{n5, n7} 1=(0, 0) — G]_:{Z, 4}, {n5, n7} 2:(0, 2) — Gz={5, 12},

{n5, n7} 3=(2, 0) - 63:{13, 14} and {n5, n7} 4=(3, 0) - G4:{6, 9}

In step 3, each set is analyzed. Faults 2 and @hbelg toG; can be separated only by
node #1, so it is selected (Fig. 5). Moreover, tioge enables to separate faults 13 and 14
with signatures (states of nodes #1, #5 and #7aldQu2, 0) and (1, 2, 0) respectively. Faults
{5, 12} (set G,) and faults {6, 9} (setG,;) can be separated only by nodes #6 and #3
respectively. That is why these two nodes are atlnléte set of selected nodes (Fig. 5).

The second case — the analysis of the leap-fragy {iFig. 3 and Table 2) is similar, but it
requires one more step — step 4 of the COSMO pureedrig. 6 presents the listing of the
results, which shows that the SALTO algorithm sisléour nodes: #4, #6, #10 and #12. This
set allows the separation of 11 of circuit statesl(11 states are not recognized yet). The first
phase (steps 1-3) of the COSMO algorithm addsisosit two extra nodes: #2 and #8 and we
obtain the trivial case. The unresolved set congiaty of two state$; and {&, S} (lines 3
and 9 in Table 2). Step 4 of the COSMO algorithmgasts 3 additional nodes: #1, #3 or #5.
So, in fact we obtain three optimal (7-node) solsi [1,2,4,6,8,10,12], [2,3,4,6,8,10,12] and
[2,4,5,6,8,10,12]

Fig. 7 describes the most complex analysis of thgtieal filter dictionary. In this case,
the solution has been obtained after four iteratigtep 4 of the algorithm COSMO), where
the system has to employ “the heuristic commonseriseesnce engine” to find the optimal
searching strategy and eventually to point the omeas sets (here: [2,3,4,5,8,10,14],
[2,3,4,8,10,12,14] and [2,3,4,8,10,13,14]). Tablsuinmarizes the results obtained for all

filters.
Table 4. Summary of the Results Obtained for Fiieenchmarks.

Circuit name Dictionary length  File size [B]  Nr of test points Generation time [ms]
Active filter [15, 19, 20] 19 1426 4 10 (only SALTO)
State-variable filter 14 1274 5 30 (COSMO after step3)
Leapfrog filter 21 2082 7 56 (COSMO 3 iterations)
Elliptical filter 31 2689 7 72 (COSMO after step4)

5. The expert system implementation

System is implemented in LPA Win-PROLOG [24] in M%ndows XP on a Pentium
Core Duo (2 GHz) platform. Searching algorithms ian@lemented as production rules in
PROLOG and the backtracking mechanism assures stensy of the entire information
within the system. The SALTO algorithm, which sejias absolutely necessary measurement
nodes, is built only ofclassical logi¢ mechanisms offered by PROLOG language (linear
resolution). Some steps (especially step 5 of tSKIO) require non-standard heuristic
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approaches [25], when the trial-and- error methwalikl be used. The algorithm, presented
here, employs heuristic rules based on the Fuzigulid ogic (FDL) technique introduced in

[3].
5.1. Heuristic inference engine based on Fuzzy Default Logic

A detailed analysis of sophisticated logical thesiis not the main subject of this paper, so
only fundamental definitions used by the commonsenference engine of the implemented
diagnostic expert system are briefly recalled.

Definition 2 [3]: The Fuzzy Default Rule (FDR) is defined as the following inference
rule:

a: B, BBy
g '
The above rule could be interpreted in the follaywway: if @ is true, andB;... Ay cannot
be proved, infe@' and treat it as a temporary hypothesis (that cbaléhvalidated later)a,

Bi... A arewffs (well formed formulas) in a given propositionahtmage. and @' is aFuzzy
Hypothesis (FH) of the following form:

o' ={n Twhy ) nd Twlhg ) .o g Tw(nd )L )

where: h? (i = 1.m) are wffs in propositional language, and Tw(h/) denotes
Trustworthiness; i.e. one of the modality of generalized constsaiim Zadeh’s sense [26]
(bivalent, probabilistic, fuzzy, veristic etc.).

Definition 3 [3]: The Fuzzy Default Logic (FDL) is the commonsense based thediy,,
which divides the inferring process into stage®ps} 4z and at every step a given
hypothesis is generated. The staffe, is represented by a quadruple: axioms, simple
relations between the knowledgebase elements i@dssgic relations), fuzzy default rules
and constraints. Formally:

Dy = { Buzy, B%umy oo Buzy} and A%y { A, Facts, FDRs, C } > hy (6)

(4)

In the presented application (test point selectioypothesesh? consist of nodes (test
points’ symbols) accompanied with trustworthinesscl (depending on the situation) may
reflect the priority of a node, the power of an &juoliy set, accessibility of the node etc. The
prerequisitesy and justificationsB,... Ay [25] not always are present (special cases of FDR
rules), but usually they reflect the objective estat the analysis or suggestions given during
the interaction (see Fig. 1).

It is debatable if such sophisticated tool is yeakcessary for this purpose, i.e. selection of
test nodes. It is true that the proposed extensmh®ROLOG backtracking with the
additional inference engine complicate the impletaton and reduce the efficiency (the
system performance), but they add new quality ® gixstem which is now supplied with
some ‘intelligence’ and new skills. Sometimes it is necessary to intcednon-standard
techniques, to solve problems belonging to NP-letads. The main, unquestionable value of
the proposed mechanism is the ability to assum@aesth hypotheses (here: nodes’ symbols)
which may be invalidated later during the deducpoocess. Another justification that argues
for such a solution — the fuzzy default rules aneoked at the very last stages of the searching
procedure, and they are used only as additionppating tools, to move the search process
from a deadlock and to find the further optimal émmi-optimal) strategy. In case of the
presented benchmark examples, these rules areyheseltl — in the last example concerning
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the elliptical filter (Table 3), the system usee thile telling that the remaining faults should
be grouped and the distinguishing nodes shouletleeted from nodes of the highest priority
(the position in the order). Because of that faxdde #3 was added in the second iteration.
This operation enabled us to separate five faliigee statesS;g, S;9 and {S0,S2}, described

in the rows 12, 17 and 18 of Table 3 respectiviebye the signature for nodes #2, #4 and
#10 equal to (1, 3, 2). However node #3 allowsdgeeparation of those states, with values 2,
3 and 0 respectively. Moreover, adding node #h¢oselected nodes allows to separate two
additional circuit statess;, and S;g (rows 12 and 16 of Table 3). So, in this case the
trustworthiness value for the hypothesis node(3héshighest and it is selected as true. This
process of deduction is continued in the subsecgteps of the iteration.

6. Final considerations

To generalize the approach, it should be testedmmme complicated dictionaries,
unfortunately a uniform library of testbenches ofmplex practical analog systems does not
exist. Some works [9, 22] describe only experimamtsandomly generated dictionaries, so
this approach has been tested on similar setstafaf&200 dictionaries generated randomly,
too. Each dictionary consists of 100 faults andn8@des. If the set has only onhé best
solution, the approach finds it almost always witthe SALTO or COSMO procedure with
few iterations, but sometimes (about 2% of caseshave to run the exclusive procedure for
the final sets. These experiments show mathematioglerties of the method, but they are far
away from professional practice. That is why theuhs should be interpreted very carefully.

The presented approach gives another contributiothé analog systems testability. In
many cases the proposed procedures have shownb#efits — drastically reducing the
process of finding the solution. However, we musiperly plan the testing experiments and
generalize the terntédst node[9, 18]. Test nodes should have more levels pfesentation
(AS) and experiments should aid the process oindisishing errors in characteristic points
of the circuit (like outputs) (for example to seqiar state$-F and S; for the SV-Filter we
have to perform a frequency analysis). Another vgafo optimize the searching trees and
look for better evaluation functions [12] or a dhctary decomposition into subcircuits [20].
The latter techniques allow to deal efficiently winultiple faults. Sometimes it is better to
take a less optimal set of points (redundant dmisp more selective and tolerance-sensitive
one.

Finally, we should consider the generalizationhaf nethodology. It is difficult to judge if
worse results for more complicated dictionariegjai@ify the approach. We must remember
that those random dictionaries do not reflect ogaluits. So the presented approach is rather
a dedicated technique for a specific kind of takknt a general-purpose optimization
algorithm.

As to computational complexity of the presentedoatgms, the most time-consuming
phases are sorting procedures, which need (inafabe quick-sort algorithm) @&n-log(9)
(wheren is the number of nodes adtorresponds to the number of circuit states -t$auo
it is the same as in literature [9, 14]. If we amsuhe worst case, i.e. the employment of both
algorithms SALTO and COSMO and a situation whenfifst algorithm does not give any
node (which in fact denotes that the dictionanyas correctly selected), this complexity is not
greater than ‘©(Sn'log(S). However, we have to take into account the fhett both
algorithms, even though they look very complicateeiform simple comparisons and any
complex evaluation (like counting logarithms in €as the entropy-based approach [14] or
genetic iterations [16] are not needed). So whencamsider computation complexity, we
should also remember the complexity of operatidremg¢formations), which are performed
on a real computer with appropriate resources. Ehathy the obtained results (gathered in
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Table 4) show the great efficiency of the approactt speed of the evaluation in comparison
with other approaches [9, 22, 27]. Those previquz@aches generated results in seconds;
SALTO and COSMO produce solutions in millisecondstioe same reference platform (MS
Windows). The displays presented in Fig. 6 andvé givo or more solutions at the same cost,
SO we can say that we are able to consider optiesalts and select the most suitable one in a
particular application.
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